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Abstract— Currently, E-mail is one of the most important 

methods of communication. The increasing of spam e-mails 

causes traffic congestion, decreasing productivity, which has 

become a serious problem for our society. The problem of Email 

spam has grown significantly over the past few years. It is not 

just a nuisance for users but also it is damaging for those who 

fall for scams and other attacks.The complexity intensification 

of Email spamming techniques which are advancing from 

traditional spamming (direct spamming) techniques to a more 

scalable and indirect approach of botnets for distributing Email 

spam message is the major reason for it.The aim of this research 

is to find an effective solution to filter possible spam e-mails.In 

this paper a hybrid solution which uses machine learning 

algorithms like Deep Neural Network, Convolution Neural 

Network are used to produce an improved  result and efficiency 

compared to existing system.The experimental results show that 

the proposed algorithm has 92.8% accuracy. 

 

Index Terms— Deep Neural Network, Convolution Neural 

Network, Botnets.  

 

I. INTRODUCTION 

  Email spam, also referred to as junk email, is unsolicited 

messages sent in bulk by email (spamming).Based on a recent 

Internet Security Threat Report, published by Symantec 

Corporation , in 2012 and 2013, the estimated Global Email 

Spam Volume per day is about 30 and 29 Billion, and the 

global average spam rate was 69% and 66%, respectfully.The 

real cost of spam emails is more than one can 

imagine.Therefore, spam e-mail filtering is an important and 

meaningful topic. Spam email filtering methods can be 

categorized into several categories. For example, blacklists 

and whitelists, IP blocking, header-based filtering and 

content-based filtering approach. Blacklists, whitelists and IP 

blocking are relatively the fast way, as compared to other 

detection approaches, to identify spammers. However, 

blacklists and whitelists or IP blocking have potential issues 

that the spammer could change current email account(s) or 

one IP to another one, in order to escape detection. In this 

case, normal methods could not easily filter these spam 

emails. Poor performance and low accuracy are the result of 

using these approaches.  

This paper proposes a content based spam email filtering 

approach based on . The proposed algorithm contains two 
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main phases: one is the  training phase and the other is 

classification phase.Individual users’  emails’  are extracted  

 

 

from training datasets in the training phase.  

A spam and ham keywords corpus was built after the 

collection of email content which was used to compare with 

those keywords that were extracted from individual users’  

email. Before comparing those extracted words with the spam 

and ham keywords corpus, in order to improve the accuracy 

and handle more possible spam techniques, some content 

processing methods are applied  that ; for example, HTML 

tags removing, insignificant words, and irrelevant words 

filtering.In order to improve the accuracy of 

classification,beside the above procedure a special scheme 

for keyword detection is applied. According to the 

experimental results, the proposed approach has 92.8% 

accuracy rate.  

 

The rest of the paper is organized as follows. In section 2, 

Literature Review. Section 3 describes the methods for spam 

email filtering. Section 4 presents the experimental results of 

this work. Section 5 deals with discussion.Section 6 discusses 

the conclusion of this paper, the future work in spam 

filtering.Finally,Section 7 lists the references of this paper. 

II. LITERATURE REVIEW 

Hybrid Water Cycle Optimization Algorithm With 

Simulated Annealing for Spam E-mail   Detection. 

           The methodology used in this study consists of 

groundwork, induction, improvement, evaluation and 

comparison quality. The cross-validation was used for 

training and validation dataset and seven datasets were 

employed in testing the spam classification proposed.Content 

based filtering and IP Blacklisting solutions are 

employed.But factual origins cannot be decontaminated, 

depends on extracted email features from eml file and 

involves high Computational cost.  

A Study of the Personalization of Spam Content using 

Facebook Public Information 

       When In this paper, a passive or reactive approaches is 

employed.Feedback mechanism to distinguish between a 

proper output and an ambiguous output is utilized.And use of 

interleaved hybridization generated better optimal 

features.But higher  prediction complexity with higher 

dimensions and very calculation intensive while training the 

model. 
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Email Classification Research Trends: Review and Open 

Issue 

              This study comprehensively reviews articles on 

email classification published in 2006– 2016 by exploiting 

the methodological decision analysis in five aspects, namely, 

email classification application areas, datasets used in each 

application area, feature space utilized in each application 

area, email classification techniques, and use of performance 

measures.Based on the study , the content based email 

classification model is considered to be a feasible one.But 

require a plethora of Email spam messages to accurately 

identify botnet spam which may not be a practical 

solution,does not support a huge number of features and does 

not improve the accuracy of feature selection. 

A Comprehensive Study of Email Spam Botnet Detection 

                 This paper discusses the sources and architectures 

used by the spamming botnets for sending massive amount of 

email spam. It also presents the detailed chronicles of 

spamming botnets which systematically describes the 

timeline of events and notable occurrences in the 

advancement of these spamming botnets. A comprehensive 

analysis of Email spamming botnet detection techniques is 

performed and  categorize them according to both their nature 

of defense and method of detection.From the analysis it is 

found that greater accuracy is achieved only when the dataset 

is huge. 

 

III. METHODOLOGY 

Dataset Preparation: 

Here the dataset file consists of three columns where the 

first two columns are namely label and text which are the 

independent variables and the spam status which is the 

dependent variable. The spam status depends on the value of 

label and text. The dataset file consists of nearly SIX 

thousand rows of data. 

 
  

Data pre-processing: 

     Removing stop words from the text which is in the 

message column of datasets.Stop words are available in 

abundance in any human language. We can do more focus on 

the important information instead of doing it on less level 

information by removing those irrelevant words. 

 

 

 

 

 

 

 

 

Train Test Split: 

 

Importing necessary packages for data model creation and 

training and testing. 

  

Data model creation using Deep Neural Network algorithm 

 

N number of epoch creation for improving performance : 

                An epoch is the process of making the neural 

network to practice with all the data which is separated for 

training purpose for a single cycle. In this single epoch we 

used all the data exactly once. Single pass is considered as 

either in a forward way or backward way. This process is 

mainly created for one or more cycles, where we used this as a 

part of dataset to train our proposed neural network. 

 

Why Epoch? 

 

 Epoch to train our model 

 

 
  

No.of sample data taken for training : 3568 

No.of sample data taken for testing : 892 

No.of samples taken for training : 4460 (80%) 
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Training Accuracy/Loss and validation Accuracy/Loss: 

 

 
  

Fetching realtime messages from mail: 

 

 
     

           Real time message 1 

 

 
  

                              Real time message 2 

 

IV. RESULTS 

1. Text Processing 

      Data usually comes from the variety of many sources 

and often in the different formats. For this purpose, 

transforming our data is more essential. Eventhough, this 

transformation is not a easy process, text data may have 

contained redundant and repetitive words in itself. So, 

processing the text data is our first and foremost steps 

towards the solution. 

Those fundamental steps involved in the text 

preprocessing are: 

A. Cleaning the raw data 

B. Tokenizing the cleaned data 

A. Cleaning the Raw Data 

       This process involves the in the deletion of words or 

characters that does not add any value in main information. 

Some of the standard cleaning steps are listed as below: 

•  Lowering case 

•  Removal of special characters 

•  Removal of stopwords 

•  Removal of hyperlinks 

•  Removal of numbers 

•  Removal of whitespaces 

•  decreasing the size of the vocabulary 

B. Tokenizing the Cleaned Data 

Tokenization is splitting the text into small amount of 

chunks. Each token is considered as an input to the machine 

learning algorithm as a feature of itself. 

      When we tokenized the text, we may collect a massive 

amount of dictionary of words, and they won’ t all play an 

essential role in this process. We can set the ‘ maximum 

features’  to select the top frequented words that we want to 

consider.                          

2. Text Sequencing 

a. Padding 

  Process of making the tokens for all emails in an equal 

size is described as padding. 

We have to send inputs in batches of data points. 

Information may have lost when inputs are of different sizes. 

So, we have to make them to the same size using the padding 

process, and that eases the batch updates regularly. 

The length of all the tokenized emails post-padding is set 

using by the ‘ max_len’  value which helps you to set the 

tokens an equal size. 

 

 
  

    Figure--All Tokenized emails are converted to the same 

size in the ‘ Padding’  stage. 

 

Embedding 

Text data can be easily interpreted by humans. But for the 

machines, reading, analyzing is a very complex task. To 

accomplish this task, we need to convert our texts into a 

machine-understandable format. 

Embedding is the process which is converting the 

formatted text data into numerical values/vectors which a 

machine can interpret by itself. 

 

 
  

Figure : All tokenized emails are converted into vectors in 

the embedding phase 
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Model Summary : 

 

 
  

n_epochs = 10 

results = model.fit(X_train, y_train, epochs=n_epochs, 

batch_size=batch_size, validation_split=0.2, verbose=1) 

y_predict = [1 if o>0.5 else 0 for o in 

model.predict(X_test)] 

  

 
 

Confusion Matrix: 

    A confusion matrix is a summary of prediction results 

on a classification problem. The number of correct and 

incorrect predictions are summarized with count values and 

broken down by each class. The confusion matrix shows the 

ways in which your classification model is confused when it 

makes predictions. 

It gives us insight not only into the errors being made by a 

classifier but more importantly the types of errors that are 

being made. 

 

 
                             

 true positives (TP): These are cases in which we 

predicted yes (there will be fire and smoke) and they do have 

fire and smoke. 

 true negatives (TN): We predicted no, and there will 

be no fire and smoke. 

 false positives (FP): We predicted yes, but there will 

be no fire and smoke.  

 false negatives (FN): We predicted no, but there will 

be fire and smoke. 

The testing accuracy for the algorithm is calculated from 

the below formula: 

 

 
  

Now the confusion matrix is created to determine the 

correct and incorrect predictions. Below is the code for it: 

 

cf_matrix =confusion_matrix(y_test,y_predict) 

cf_matrix 

  

 
 

tn,fp,fn,tp=    

confusion_matrix(y_test,y_predict,labels=[0,1]).ravel() 

tn, fp, fn, tp 

  

 
 

  

 

From the above Figures the values in the colored boxes are 

the one where the actual spam status and the predicted spam 

status is same. They are the correctly predicted values. Other 

values in the matrix lead to the incorrect predictions because 

the actual spam status and the predicted spam status is not 

same. 
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The accuracy is calculated as follows: 

             = Total no. of correct predictions / Total no. of 

predictions 

             = 4428 / 4450  

             = 0.9972 (Testing Accuracy of Random Forest) 

 

 

Output : 

  

 

 
  

 
  

 

    True label is not spam and Predicted label is not spam 

 

 

 
 

 

 
 

  

 

        True label is spam and Predicted label is spam           

 

 

 

 
  

 
  

 

   True label is spam and Predicted label is not spam 

 

Accuracy: 

 

ENSEMBLE DECISION FOR SPAM DETECTION 

USING TSP APPROACH 
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Our Approach : 

print (classification_report(y_test,y_predict))  

 

 

 
                 

                

ALGORITHM 

                   

ACCURACY 

ENSEMBLE 

DECISION FOR SPAM 

DETECTION USING 

TSP APPROACH 

                       97.58% 

                      CNN                        99.72% 

 

              Fig: Accuracy of the classification algorithm 

 

First TSP APPROACH algorithm is implemented and it 

gives 97.58% accuracy and then to improve the accuracy 

better CNN algorithm is used which provides 99.72%. Hence 

the accuracy is improved. 

V. DISCUSSIONS 

The major finding is spam email detection using machine 

learning techniques like Deep Neural Network, Convolution 

Neural Network.Machine Learning techniques are used since  

number of available training data is increasing, the 

effectiveness and efficiency of deep learning becomes more 

pronounced. .They have the ability to recognise distinctive 

characteristics of the contents of emails. Lack of effective 

strategy to handle the threats to the security of the spam 

filters. Such an attack can be causative or exploratory, 

targeted or indiscriminate attack is the major drawback need 

to be addressed in future. 

CONCLUSION 

In this paper, we proposed a content-based spam email 

filtering approach. The system uses keyword-based corpus 

that were built from training datasets to classify new 

incoming email message. Based on this finding, it can be 

concluded that the content classification performance will be 

improved with enhancements as a feature selection. The 

second finding is that the use of the interleaved hybridization 

generated better optimal features for the classifier than using 

all the features From this observation, it can be stated that 

content classification can be better performed using all the 

optimal features generated by the interleaved hybridization. 

FUTURE WORK 

Our future work targets the botnet phenomena in mobile 

devices and its detection comprehensively. 
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